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SUMMARY

We describe an adaptive projection method for numerically simulating low Mach number �ows. The
projection method formulation enforces the velocity divergence constraint resulting from the low Mach
number approximation. It is implemented on an adaptive hierarchy of logically rectangular grids, where
each �ner level is re�ned in space and in time. The adaptive algorithm has been shown in previous pa-
pers to be robust and second-order accurate, and to satisfy the principles of conservation and free-stream
preservation as applicable. Here, the parallelization is described in some detail, and the methodology is
demonstrated on two examples from premixed, low Mach number combustion. Published in 2002 by
John Wiley & Sons, Ltd.

1. INTRODUCTION

In this paper, we describe an adaptive projection method for numerically simulating low
Mach number �ows. Low Mach number approximations for di�erent �ow phenomena can
be derived from asymptotic expansions of the compressible �ow equations in Mach number
(see, e.g. Reference [1]). The incompressible Navier–Stokes equations represent the simplest
low Mach number approximation. By incorporating additional physics one can derive low
Mach number models for multiphase �ow, combustion and atmospheric �ows. In the latter
two cases, the low Mach number approximation includes bulk compressibility e�ects but
analytically �lters out acoustic waves. Typical equation sets governing low Mach number
�ows consist of conservation equations for mass and momentum, evolution equations for
auxiliary quantities, and a constraint on the velocity �eld. Thus, we consider systems of the
form
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+∇ · (�UU ) =−∇�+∇ · �+ F (1)
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+∇ · (�U ) = 0 (2)
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@t

+∇ · (U��i) = S�i (3)

∇ · (�U ) = SU (4)

Here � is the density, U is the velocity, � is the perturbational variation from ambient pres-
sure, � is the stress tensor, F represents external forces and �i represents auxiliary variables
such as species mass fractions, moisture content or energy.
The right-hand side of (3), S�i , includes e�ects such as di�usion, chemical reactions, and

other sinks or sources. The coe�cient, �, in (4) may be identically one in the case of in-
compressible �ow or low Mach number combustion, or it may represent ambient density
strati�cation in the case of the atmosphere. SU may be identically zero, as for incompressible
�ow, or contain terms representing bulk compressibility e�ects such as expansion from heat
release during combustion.
In the next two sections we brie�y describe an adaptive numerical algorithm for solving sys-

tems of this type using a projection formulation. Details of this approach for incompressible
�ow are discussed in Almgren et al. [2]. Sussman et al. [3] extend the method to multi-
phase �ow; Day and Bell [4] describe the methodology for low Mach number combustion
with complex chemistry; and Almgren et al. [5] discuss extension to anelastic atmospheric
modelling. In Section 4 we discuss the implementation of this methodology on distributed
memory parallel architectures. Section 5 contains results from two calculations, which illus-
trate the methodology applied to low Mach number combustion models with comprehensive
kinetics.

2. PROJECTION DISCRETIZATION

Our overall computational approach uses a staggered grid spatial discretization with cell-
centred values for U; � and �i and node-centred values for �. The values of � are also
staggered in time. The temporal discretization is a fractional step scheme based on a pro-
jection formulation that accommodates large density contrasts. Below we sketch the basic
discretization scheme for a single grid. In the next section we discuss incorporating this al-
gorithm into an adaptive mesh framework.
The evolution equations, (1)–(3), are discretized using a time-explicit second-order

Godunov scheme for the advective terms with appropriate second-order treatments of other
physics (e.g. a Crank–Nicolson discretization of the di�usive terms). The Godunov algo-
rithm for computing advective derivatives requires a time-centred, edge-based advection ve-
locity, UADV, that satis�es constraint (4). To obtain UADV we �rst construct a provisional
time-centred approximation to the normal velocity at cell edges, UADV;∗, using the cell-
centred data at t n and the lagged pressure gradient, �n−1=2. In general UADV;∗ fails to satisfy
the divergence constraint at t n+1=2. We apply a discrete projection by solving the elliptic
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equation

DMAC
(
�
�n
GMAC�MAC

)
=DMAC(�UADV;∗)−

(
SnU +

�t n

2
SnU − Sn−1U

�t n−1

)
(5)

for �MAC, where DMAC represents a centred approximation to a cell-based divergence from
edge-based velocities, and GMAC represents a centred approximation to edge-based gradients
from cell-centred data. The second term on the right-hand side of (5) represents a time-
extrapolated estimate of Sn+1=2U . The solution, �MAC, is used to de�ne

UADV =UADV;∗ − 1
�n
GMAC�MAC

We use UADV to compute the advective derivatives in (1)–(3) using an explicit second-order
Godunov discretization. At this point the density can be updated by

�n+1 =�n +�t[∇ · (�UADV)]n+1=2

Updating the �i requires additionally a suitably accurate evaluation of S�i . This step may be
trivial if S�i =0, it may simply involve an implicit treatment of di�usion in a Crank–Nicolson
step, or it may be quite complex. For low Mach number combustion this step involves a
specialized operator-split treatment of complex chemistry using a sti� ODE integration package
and non-linear di�usion terms. In an analogous manner we next compute an intermediate
velocity �eld, Un+1;∗, using the lagged pressure gradient, by solving

�n+1=2
(
Un+1;∗ −Un

�t
+ [(UADV · ∇)U ]n+1=2

)

=
1
2
(∇ · �n +∇ · �n+1;∗)−∇�n−1=2 + 1

2
(Fn + Fn+1)

where �n+1;∗=�n+1((∇+∇T)Un+1;∗−2=3�ijSn+1U ); Sn+1U is evaluated with the newly computed
�n+1 and �n+1, and �n+1=2 = 1

2(�
n + �n+1).

The intermediate velocity �eld, Un+1;∗, does not, in general, satisfy the constraint at t n+1.
We apply an approximate projection to update the perturbational pressure and to project Un+1;∗

onto the constraint surface. In particular, we solve

L��n+1=2 = D
(
�
(
Un+1;∗ +

�t
�n+1=2

G�n−1=2
))

− Sn+1U

Un+1 = Un+1;∗ − 1
�n+1=2

G(�n+1=2 − �n−1=2)
(6)

for nodal values of �n+1=2, where L� is a standard bilinear �nite element approximation to
∇ · (�=�)∇ with � evaluated at t n+1=2. In this step, D is a discrete second-order operator that
approximates the divergence at nodes from cell-centred data, and G=−DT approximates a
cell-centred gradient from nodal data.
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The explicit procedure for the treatment of advection terms necessitates a CFL-type time-
step restriction based on the advection velocity; however, this restriction is much larger than
the time scale associated with the acoustic waves.

3. ADAPTIVE MESH REFINEMENT (AMR)

AMR is based on a sequence of nested logically rectangular grids with successively �ner
spacing in both time and space. In our approach, �ne grids are formed by dividing coarse
cells by a re�nement ratio, r, in each direction. Typically in our applications, r is 2 or 4. In-
creasingly �ner grids are recursively embedded in coarse grids until the solution is adequately
resolved with each level contained in the next coarser level. An error estimation procedure
based on user-speci�ed criteria evaluates where additional re�nement is needed and grid gen-
eration procedures dynamically create or remove rectangular �ne grid patches as resolution
requirements change.
The adaptive time-stepping algorithm advances the data at di�erent levels using time steps

appropriate to that level based on CFL considerations. The time-step procedure can most
easily be thought of as a recursive algorithm, in which we �rst advance level l (06l6lmax)
as if it were the only level, supplying boundary conditions from level l − 1 (if level l¿0),
and from the physical domain boundaries. If l¡lmax, we then advance level (l+ 1) r times
with time step �t l+1 = (1=r)�t l, using boundary conditions supplied from level l and from
the physical domain boundaries. Finally, we synchronize the data between levels l and l+1,
and interpolate corrections to higher levels if l+ 1¡lmax.
The ‘advance’ part of the adaptive algorithm, as outlined above, solves the evolution and

constraint equations on the union of grids at each level independently of all coarser or �ner
levels, with the exception of Dirichlet boundary data supplied from the next coarser level.
While this separation of levels is necessary for subcycling in time, it creates a discrepancy
between the data on �ne grids and the data on the coarse grids underlying them; it also creates
�ux mismatches at coarse=�ne boundaries that result in errors in the overall solution. The
�rst discrepancy is easily solved with an averaging procedure, in which conserved quantities
on the �ne grids are conservatively averaged onto the coarser level. For the �ux mismatches,
the nature of each equation solved determines not only the type of �ux mismatch, but also
the nature of the correction equation that must be solved to synchronize the data between
levels. For the explicit advective terms, for example, the edge-based �uxes as calculated on
the coarse=�ne boundary di�er between levels; the synchronization step is composed entirely
of an explicit �ux correction at the boundary. For the parts of the algorithm that require the
solution of parabolic and elliptic equations, however, the synchronization also requires solution
of parabolic and elliptic equations, respectively. The �ux mismatch in each case is again
localized on the coarse=�ne boundary, but the correction itself must be distributed throughout
the domain. In addition, corrections applied in earlier steps of the synchronization procedure
must be correctly accounted for in the source terms for later steps of the synchronization.
Of the synchronization steps that require the solution of a parabolic or elliptic equation, all

but one are computed on the coarser of the two levels containing the mismatch. For reasons
of accuracy, the nodal ‘synchronization projection’, which enforces the divergence constraint
on the new-time multilevel velocity �eld, is a two-level solution procedure. The di�culties
this causes in the parallelization of the overall algorithm are discussed in the next section.
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4. PARALLEL IMPLEMENTATION

The adaptive methodology is embodied in a hybrid C++=FORTRAN software system. In this
framework, memory management and control �ow are expressed in the C++ portions of the
program and the numerically intensive portions of the computation are handled in FORTRAN.
The software is written using a layered approach, with a foundation library, BoxLib, that
is responsible for the basic algorithm domain abstractions at the bottom, and a framework
library, AMRLib, that marshalls the components of the AMR algorithm, at the top. Support
libraries built on BoxLib are used as necessary to implement application components such as
interpolation of data between levels, the coarse=�ne interface synchronization routines, and
linear solvers used in the projections and di�usion solvers.
The fundamental parallel abstraction is the MultiFab, which encapsulates the FORTRAN-

compatible data de�ned on unions of Boxs; a MultiFab can be used as if it were an array
of FORTRAN-compatible grids. The grids that make up the MultiFab are distributed among
the processors, with the implementation assigning grids to processors using the distribution
given by the load balance scheme described in Crutch�eld [6] and in Rendleman et al. [7].
This load balance scheme is based on a dynamic programming approach for solving the
knapsack problem: the computational work in the irregularly sized grids of the AMR data
structures is equalized among the available processors. (For non-reacting �ows, the number
of cells per grid is often a good work estimate; for �ows involving additional physics, such as
chemical kinetics, the amount of work per cell is often highly variable, and more complicated
work estimates are needed for good parallel performance.) Non-MultiFab operations and
data structures are replicated across all of the processors. This non-parallel work is usually
measured to be small. Because each processor possesses the global data layout, the processor
can post data send and receive requests without a prior query for data size and location.

MultiFab operations are performed in one of the three ways, depending on the implicit
communications pattern. In the simplest case, such as evaluation of thermodynamic properties,
there is no interprocessor communication; the calculation is parallelized trivially with an owner
computes rule with each processor operating independently on its local data. Di�erent parallel
constructs are necessary when data communication involves more than one MultiFab, an
example of which is the �ll patch operation, which interpolates coarse cell data onto overlying
�ne grid patches. Such constructs cannot be implemented by simply nesting loops because
outer loop bodies for sub-grids that are o� processor will not be executed. They must be
implemented by our second method using two stages: data is exchanged between processors
and then the local targets are updated.
The third, more complicated case, arises in parallelizing loops in the multilevel ‘synchro-

nization projection’. In three dimensions, coarse=�ne interfaces may be faces, edges or corners;
as a result the construction of discretization stencils is done in a generalized assembly pro-
cedure, in which loops must be applied in a speci�c order with possible coupling from loop
body to loop body. In addition, the boundary patch-�lling operation copies in stages, with data
from initial stages contributing to data at later stages. These order dependencies in operator
evaluation give rise to what may be called weakly sequential loops.
Weakly sequential loops can be characterized using the language of graph theory. Loop

bodies correspond to nodes in the graph and dependencies in the iterations of the loop body
correspond to directed edges in the graph. Naive implementation of the construction of the
dependency graph results in an operation count of O(N 2), where N is the number of loop
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Table I. Performance data for vortex �ame interaction.

CPUs Base grid Cells advanced (× 106) Time (s) Time per step (s)

4 48× 160 5.7 1 06 676 711
16 96× 320 32.7 2 04 418 681
64 192× 640 216.3 5 04 021 840

elements, usually proportional to the number of grids at a level. This could be signi�cant when
there are thousands of elements in the loop, a situation that is not uncommon. However, careful
implementation reduces computation cost to O(N=P)2, which exhibits lower growth because
the number of processors, P, used in a calculation is an increasing function of the number of
grids. The careful implementation removes tasks from the task loop as they are added if the
task does not use data local to that processor, or if it uses data only local to that processor
and the task does not depend on prior tasks in the task list.
The principle disadvantage of the task list approach is that it encourages an unnatural coding

style: a helper class must be implemented for each loop in the program. For the projection,
which consists of approximately 13 000 lines of C++ (and 16 000 lines of FORTRAN), fewer
than a dozen helper classes are needed.

5. RESULTS AND CONCLUSIONS

In this section we demonstrate the parallel adaptive methodology described above applied to
premixed, low Mach number combustion. The �rst example illustrates the interaction of a
vortex with a lean, premixed methane �ame. The methane chemistry in this example uses
GRI-Mech 3.0 [8] with nitrogen chemistry which includes 65 species and 447 reactions and
a mixture model for preferential di�usion. For this example, we integrate a 1:2× 4:0 cm2
domain to a �xed time using three, successively �ner base grids, each with two levels of
factor-of-two re�nement. In Plate 1 we present a snapshot of the solution for the �nest base
grid along with a blowup showing the location of grids around the �ame. To assess the
parallel performance, we have scaled the number of processors for each case by the number
of cells in the base grid. The computations were performed on an IBM SP=Power 3. Statistics
summarizing the runs are given in Table I.
For these runs a work estimate for integrating the chemical kinetics is used to balance the

work load for the chemistry. A reasonable measure of parallel performance is given by the
time per complete coarse time step which includes all subcycled steps on re�ned patches as
well as necessary synchronization. Since the number of cells in the base grid per processor
remains constant, ideal parallel scaling would produce a constant value per time step. The
reduction in the time per step at the medium resolution re�ects e�ciency gains resulting
from adaptive re�nement. The increase in the time per step for the �nest run re�ects, in
part, not having a su�cient number of grids to distribute to the processors to achieve an
e�cient load balance. A uniform grid computation on a 192× 640 mesh that yields the same
resolution as the coarsest adaptive case advances 73.7 million cells and required 528467 s on
four processors. Thus, for this case the use of adaptive re�nement reduced the computational
cost by a factor of �ve. We note that the computational time per cell is larger in the adaptive
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Table II. Wall-clock execution times for the (a) methane di�usion
�ame, and (b) premixed hydrogen �ame examples.

Here N is the number of processors used.

Three-dimensional premixed H-�ame

CPUs CPU time (s)

8 4310
12 3205
16 2634
24 2093

computations than in the uniform computation. This does not re�ect poor performance of the
adaptive code. This increase arises because the adaptive code focuses computational work in
regions of the �ame where the chemistry integration is substantially more time consuming.
In the second example, we compute the time-dependent response of a premixed hydrogen

�ame to decaying turbulence in the fuel stream. This investigation, which follows research
by Zhang and Rutland [9], includes detailed transport and hydrogen reaction chemistry. The
objective of these computations is to predict turbulent �ame speed and to study the modulation
of �ame chemistry in a turbulent �ame interaction.
The computational domain is a doubly periodic three-dimensional box, 5× 5× 10 mm3.

Turbulent �ow enters the bottom of the box, passes through the �ame, and exits the top.
Plate 2 shows the wrinkled �ame surface late in the computation, and features the vorticity
magnitude in a slice plane through the data. Two levels of factor-of-two re�nement were
placed over the base 32× 32× 64 grid, for an e�ective resolution of �x=39 �m near the
�ame. The �rst level was localized near regions of high �uid vorticity, and the second level
additionally re�ned regions of high HO2 concentration, which exists only at the �ame surface.
The computational expense of this computation precludes a detailed study of the type

performed for the two-dimensional example above. To generate timings presented in Table II,
the calculation was restarted at the time depicted in the �gure and run for a single coarse-grid
time step (corresponding to two time steps at the intermediate level and four time steps at
the �nest level, as well as the necessary synchronizations). The problem required too much
memory to be run on four processors, and for more than 24 processors there were too few
grids for the knapsack algorithm to e�ectively distribute a balanced workload. The data for 8,
12, 16 and 24 processors of an IBM SP=Power 3 shows a parallel e�ciency of approximately
70–80% using four CPUs per node.
In summary, we have presented an adaptive projection method for numerically simulat-

ing low Mach number �ows. The adaptive algorithm has been shown in previous papers to
be robust and second-order accurate, and to satisfy the principles of conservation and free-
stream preservation as applicable. Here the parallelization is described in some detail, and two
computational examples of low Mach number combustion are given, demonstrating the capa-
bilities of the methodology. Future work includes improvements to the parallel performance,
exploration of higher order discretizations, and investigation of error estimation procedures to
most e�ectively utilize the adaptive capability to improve the overall solution accuracy. In the
combustion area, the objective is to apply the methodology to model combustion e�ciency
and pollutant formation in turbulent �ames.
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Plate 1. Vortex �ame interaction for a lean premixed methane �ame. The left frame shows mole
fraction of CH with superimposed vorticity contours. The right frame is a blowup of the region around

the �ame showing the location of grid patches.

Plate 2. Premixed hydrogen �ame sheet perturbed by a turbulent reactant stream. The location of the
�ame is indicated by a volume rendering of the HO2 �eld. The removed two-dimensional slice depicts

vorticity magnitude and the re�ned grids near the �ame surface.
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